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Abstract: In this study, the effects of blood glucose levels on hemoglobin A1c (HbA1c) were 
investigated. For this reason, а classification model was developed by carrying out a logistic regression 
analysis based on machine learning and data mining methods. The purpose of using logistic regression 
analysis in this study was to establish a method of creating a statistical model that is most suitable and 
reasonable for determining the relationship between dependent and independent variables. This model 
shows how effective the factors that cause an increase in the HbA1c level. It can be planned to verify this 
method on more Electronic Heath Records databases to address the learning method of information in the 
local health sector with the help of data mining and machine learning methods and different clinical 
problems for future work. 
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1. INTRODUCTION 

With growing the amount of data, it has become increasingly 
difficult for people to understand big data (Philip Chen and 
Zhang, 2014). The concept of machine learning and data 
mining were developed as solutions to this problem. 
Nowadays, the vast majority of data mining and machine 
learning models can also be used in medical research 
(Kavakiotis et al., 2017; Wu et al., 2018; Cox et al., 2005). 

In recent years, the proliferation of diabetes mellitus (World 
Health Organization 2016: Global Report on Diabetes) has 
led to the utilization of data mining in various studies on this 
disease (Li et al., 2018). For instance, data mining has shown 
that epigenetic (non-genetic) changes in an organism 
influence the development of type 2 diabetes (Wren et al., 
2005). 

In this study, a classification model was developed using 
logistic regression analysis, based on Spark machine learning 
library (i.e., Spark MLlib) (Meng et al., 2015; Guller, 2015), 
which was used to create a classification model for the 
determination of the probability (odds ratio) factors for the 
predictive analysis of hemoglobin A1c (HbA1c) (Soltani and 
A. Jafarian, 2016; Nitin, 2010) which is a dependent attribute 
in the current dataset. Classification, which is the process of 
dividing input data into categories, is the general task of 
machine learning. A classification algorithm defines a 
principle of assigning “labels” to the input data. Logistic 
regression is one of the algorithms used for classification (Lin 
et al., 2014). It is widely used for multi-class and binary 
classification of input data in the Spark Application 
Programming Interface (API). The logistic regression process 
creates a logistic function that can be used to predict the 

probability (odds ratio) of an input vector belonging to a 
particular group. 

Diabetes mellitus is a disease that causes acute metabolic and 
chronic degenerative complications, with disrupted 
carbohydrate, protein, and lipid metabolism characterized by 
hyperglycemia, which leads to an absolute or relative 
insufficiency of insulin or pancreatic insulin secretion. 
Currently, diabetes causes increasingly serious health 
problems throughout the world.  

Uncontrolled diabetes leads to hyperglycemia, which causes 
complications that affect all systems of an organism, 
primarily the cardiovascular system, eyes, kidneys, and the 
nervous system, over time (Marks and Raskin, 2000; Grundy 
et al., 2002). It is known that the management of 
hyperglycemia significantly impacts patient morbidity and 
mortality (Umpierrez et al., 2002; Egi et al., 2016; Wang et 
al., 2016). There are two common tests for the glycemic 
control of patients with diabetes mellitus: (a) measuring the 
amount of blood glucose (in mg/dL) and (b) measuring the 
level of HbA1c (in %). In general, the goal of treatment is to 
keep the HbA1c concentration less than 7%, but controlling 
the treatment regimen is recommended if the concentration of 
HbA1c is greater than 8% (American Diabetes Association: 
Tests of Glycemia in Diabetes, 2003). The purpose of this 
study is to develop a new classification model in the current 
dataset that helps analyze the factors causing increases in the 
value of HbA1c. It should be noted that for the patients with 
HbA1c<7% have well-controlled diabetes (WCD) and for 
those with HbA1c≥7% have poorly controlled diabetes 
(PCD) (Baum et al., 2017; Riveline et al., 2012; McCoy et 
al., 2017). 

Several attributes that can influence the HbA1c output values 
can be considered as statistically independent features, as an 
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assumption of the logistic regression model. Regression is 
widely used as a statistical method in data mining (e.g., the 
Waikato Environment for Knowledge Analysis, WEKA) 
(Koliopoulos et al., 2015; Wang, 2006) for determination the 
relationship between two variable clusters in dataset. The 
logistic regression model estimates the relationship between 
the continuous independent and dependent variables using a 
two-dimensional linear surface (e.g., a plane or a 
hyperplane). The independent values in the model can be 
continuous and categorical variables, and the binary 
interactions of the independent variables can be included as 
general variables. 

If the dependent variable is categorical, using the logit 
regression model would be much more convenient than using 
the standard methods. The development of the classification 
model by the logistic regression method is similar for both 
machine learning and data mining. Defining the relationship 
between the array of dependent and independent variables 
constitutes the bases for the creation of the most suitable and 
reasonable model. The logistic distribution function is used to 
describe the logistic regression model (Hilbe, 2009) with 
dependent and independent variables (Y and X, respectively): 
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In the logistic distribution function (Pi), the probability of the 
feature that will make a specific choice value i of the 
independent variable Xi (the probability that Y will be 1 or 0 
for the ith sample); e is the base of the natural logarithm 
(approximate value e = 2.72 equals), where Pi is a nonlinear 
function with respect to both values: the independent 
variables ((Xi1,Xi2,…,Xik) are the first, second, and k-th values 
of the independent features) and model ß-parameters 
(ß0,ß1,ß2,…,ßk) are the regression coefficients for the 
corresponding variables in the model). The cumulative 
logistic probability distribution function shows the “S” curve, 
where the lower and upper bounds are zero and one, 
respectively. The model, which expressed as equation (1) can 
be linearized using the appropriate transformations, even if it 
is nonlinear. If in the model (1), (ß0+ß1Xi1+ ß2Xi2…+ßkXik) to 
interchange by (Zi), so function (2) is gotten:  
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If Pi is the case’s occurrence probability, so (1-Pi) is the 
case’s non-occurrence probability. By dividing the case’s 
occurrence probability to the case’s non-occurrence 
probability, function (3) is received:  
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If apply natural logarithm to both sides, so function (4) is 
obtained: 
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Therefore, the non-linear logistic regression model is 
linearized based on both its parameters and variables. (L) is 
called the logit model (Gujarati, 2003). In our case, 
independent variables, Xi=(Xi1,Xi2,…,Xi15)=[racei, genderi, 
agei, max_glu_serumi, metformini, repaglinidei, 
chlorpropamidei, glimepiridei, glipizidei, glyburidei, 
pioglitazonei, rosiglitazonei, insulini, changei, diabedesMedi], 
and Y=[A1c result] is dependent variable. 

Logistic regression analysis considers the dataset as a 
homogeneous whole. Therefore, the reliability of the 
parameters predicted by these methods and generalization at 
the universe have been discussed in studies (Larose, 2007). 
The regression analysis (logistic), which examines the 
relationship between the independent and dependent 
variables, is a test statistic that can be applied after some 
assumptions (e.g., linearity, normality, homogeneity and 
summability) are fulfilled. If the assumptions are not 
fulfilled, optimization of the dataset may be attempted. It can 
be done either by the logarithmic transformations of the 
original values in the dataset or by square root transformation 
methods (Chen and Kou, 2000; Efe et al., 2000). One of the 
important concepts in logistic regression is the “odds ratio”. 
The “odds” or “odds ratio” is used to interpret the 
coefficients. In other words, the “odds ratio” is a measure of 
the relationship between impact and outcome. Odds ratios in 
the logistic regression analysis are the most important 
coefficients that represent the odds that an outcome will be 
obtained at a particular impact, compared to the odds of the 
outcome occurring in the absence of such an impact.  

The rest of this paper is organized as follows. Section 2 
introduces the materials and methods that were used to 
develop a classification model using logistic regression 
analysis, and the workflow of data preparation and evaluation 
is also provided. Section 3 presents the results and 
evaluations of the experiment. Finally, Section 4 presents the 
conclusion and elaborates upon future work. 

2. MATERIALS AND METHODS 

Clinical datasets and databases contain very valuable data, 
but these data also contain missing, incomplete values and 
inconsistent, complex records (Cios and Moore, 2002). In big 
data research, it is important to develop new models that can 
find and extract new useful knowledge from big data. Data 
mining and machine learning methods are increasingly used 
in diabetes research (Marinov et al., 2011; Mani et al., 2012, 
Huang et al., 2007). In this study, independent features were 
selected by taking recommendations of specialist doctors and 
we have been analyzed the factors influencing the level of 
HbA1c. In other words, the classification model was created 
by carrying out a logistic regression analysis.  

In our study, was used the dataset which extracted from the 
database of Cerner Health Facts (Cerner Corporation, Kansas 
City, MO, USA), a national data warehouse that collects 
comprehensive clinical records from 130 US hospitals. This 
dataset is available online as Supplementary Material at 
http://dx.doi.org/10.1155/2014/781670 (Strack et al., 2014) 
and the UCI Machine Learning Repository (Frank and 
Asuncion, 2010). The examined dataset consists of 50 
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attributes and 101,766 samples. This dataset contains 
missing, unnecessary, and noisy data as would be expected 
from real-world data. It also includes various features that 
have many missing values that cannot be directly corrected. 
These features were found to be useless for the analysis. One 
of these features is patient weight; 98% of the weight values 
in this dataset are missing. Only 332 out of 101,766 samples, 
which are 2% of the total sample size, contained weight 
values. The HbA1c test result values were 7% or higher for 
253 samples and less than 7% for 79 samples.  

In the study, since the developed classification model was 
based on supervised learning, a filtering strategy was applied 
by taking the specialist doctor’s opinion to determine the 
factors causing the increase of HbA1c in the dataset, and the 
classification model was developed by performing a logistic 
regression analysis on a total of 16 features; factors causing 
the increase of HbA1c have been identified. Thus, a data 
preparation and evaluation workflow (see Fig. 1) was 
developed in order to improve the classification model 
features that can be included in more PCD samples related to 
high PCD values, by determining the factors that increase the 
value of HbA1c in accordance with the purpose of the study. 

 

Fig. 1. Workflow of the data preparation and evaluation process. 

In the samples examined, patients were categorized by race 
into “Caucasian”, “Asian”, “African American” or 
“Hispanic” and patients with missing data in the “Race” 
feature were categorized as “Other”. In the dataset, under the 
“Gender” attribute, patients with unidentified gender (i.e., 
“unknown”) were not included in the classification model 
because of the lack of HbA1c results only the relationship 
between HbA1c and “female” or “male” was analyzed in this 
study.  

The patients were divided into three “Ages” groups such that 
the first group included patients under 30 years old (i.e., 
between 0 and 30), the second group included patients 
between 30 and 60 years old, and the last group included 
patients between 60 and 100 years old. After cleaning the 
dataset by removing the missing and unidentified values of 
independent features, HbA1c was examined as a dependent 
variable. First, the HbA1c result features were classified into 
two groups based on recommendations of specialist doctors: 

(a) patients with HbA1c results and (b) patients without 
HbA1c results. 

Analyzing patients without HbA1c test results would have 
been meaningless in the current study. Therefore, information 
about patients without HbA1c test results was not included in 
the classification model, and only patients with HbA1c test 
results were analyzed.  

At the second stage, patients with HbA1c test results were 
also classified into two groups; that is, the target dependent 

variable (i.e., the HbA1c feature) was only considered in two 
groups: 
1. The level of HbA1c was measured, and the patients have 

test results less than 7% (i.e., they have WCD). 
2. The HbA1c level was measured, and the patients have 

test results 7% or higher (i.e., they have PCD).  

The relationship between the drugs used in the treatment of 
diabetes, other independent features, and the dependent 
feature - HbA1c result were analyzed and added to the 
classification model. Fifteen independent features (including 
the drugs used in the treatment of diabetes) were determined 
and analyzed by logistic regression analysis. The probability 
(odds ratio) of the factors causing the increase of HbA1c is 
presented in the next section. The attributes studied are 
summarized in Table (Strack et al., 2014; Frank and 
Asuncion, 2010). 

Table 1. List of attributes and descriptions. 

Attribute  Description of values 
race Caucasian 

Asian 
African American 
Hispanic 
and Other 

gender Male  
Female 

age (year) Grouped in three parts:  
[0-30), that is 30.0 
[30-60), that is 60.0 
[60-100), that is 100.0 

max_glu_serum 
(mg/dl)  

Indicates the range of the result or if the test 
was not taken: None (If not measured); 
>200; >300; Norm 

metformin Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

repaglinide Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

chlorpropamide Steady (Dosage did not change) 
No (Drug was not prescribed) 

glimepiride Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

glipizide Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

glyburide Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

pioglitazone Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

rosiglitazone Steady (Dosage did not change) 
No (Drug was not prescribed) 
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Up (Dosage was increased) 
Down (Dosage was decreased) 

insulin Steady (Dosage did not change) 
No (Drug was not prescribed) 
Up (Dosage was increased) 
Down (Dosage was decreased) 

change Indicates if there was a change in diabetic 
medications (either dosage or generic 
name): “Change” and “No change” 

diabetesMed Indicates if there was any diabetic 
medication prescribed: “Yes” and “No” 

A1c result  If the result (Prediction):  
HbA1c value 7% or higher, PCD  [0.0] 
HbA1c value less than 7%, WCD [1.0] 

After preanalysis and preprocessing, the number of attributes 
and samples was reduced to 16 (see Table 1) and 17,018 
respectively. Therefore, each patient feature that could affect 
the HbA1c test result may be assumed to be statistically 
independent, as part of the logistic regression classification 
model. It was aimed to develop a classification model by 
using logistic regression analysis to determine the factors that 
cause the increase of HbA1c by controlling the relationship 
between HbA1c test result, which is accepted as a dependent 
feature, and the 15 independent features above determined. 

3. RESULTS AND DISCUSSION 

3.1. Experimental Setup 

At the first stage of establishing the classification model of 
logistic regression analysis, it is necessary to determine what 
should be done with the 15 independent features of patients 
with drugs used for the treatment of diabetes mellitus. Once 
this is completed, the factors causing an increase in HbA1c 
can be estimated. Therefore, a logistic regression 
classification model was created in the Scala language (Scala 
version 2.11.8) using the parallel Apache Spark (spark-2.3.1-
bin-hadoop2.7.tgz) machine learning packages (Meng et al., 
2016) to estimate the factors influencing the HbA1c result by 
15 independent features.  

The dataset in “.csv” format was loaded into DataFrame via 
Scala using the library “apache.spark.sql.DataFrame”. 
Information about the sample numbers (data.count) and 
attributes (data.columns) and information regarding the data 
structure have also been checked in the data frame 
(DataFrame) (Algorithm 1). 

Some features must be converted to a more appropriate 
double type using org.apache.spark.sql.types. DoubleType 
and org.apache.spark.ml.feature. {StringIndexer} libraries 
and categorical (nominal, numeric variables) features to 
predict the target dependent variable HbA1c. In order to do 
this, the HbA1c result dependent feature was indexed; that is 
the PCD results were converted to [0.0] and the WCD results 
were converted to [1.0] (Algorithm 2). 

Machine learning algorithms do not work directly with 
categorical values. Therefore, the OneHotEncoding 
(org.apache.spark.ml.feature.OneHotEncoder) library, which 
represents categorical variables as binary vectors, was 
necessary to convert categorical values into categorical 
numbers (Algorithm 3). 

 

Algorithm 1. DataFrame creation and data structure. 

 
Algorithm 2. Indexing of dependent features. 

 
Algorithm 3. Example of data conversion. 

The index and vector columns were created after the 
transformation of independent categorical variables, and the 
org.apache.spark.ml.feature.VectorAssembler library was 
used to combine all features in a vector (Algorithm 4). 

 
Algorithm 4. Putting all features together in a vector. 
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At this stage, the last-created features were normalized using 
the org.apache.spark.ml.feature.MinMaxScaler and 
org.apache.spark.ml.linalg.Vectors libraries. Each feature 
was converted to the range [0,1] for resizing, after the 
summary statistics were calculated (Algorithm 5). 

 
Algorithm 5. Scaling all features. 

After preparing the training sample, (i.e., modifiers for data 
processing), it is necessary to create an estimation algorithm 
(odds ratio) which will give the training model on the output, 
so to define the logistic regression model (Dreiseitl et al., 
2002) using the library of 
org.apache.spark.ml.classification.LogisticRegression, 
LogisticRegressionModel} and to set the result (outcome) 
column so that the logistic regression estimator (odds ratio) 
can be defined. In the study, the column “A1Cresult index” 
was processed as the “'label” column. The featured column 
must be scaled, and the maximum number of iterations was 
set to 20. After setting the “RegParam” parameter to 0.05, 
how to set the “ElasticNetParam” parameter and the kind of 
regularization, it was set to 0.0 so that L2 regularization was 
superior needed were investigated (Li et al., 2016). After 
making the necessary adjustments using the estimator and 
org.apache.spark.ml.{Pipeline,PipelineModel} library the 
pipeline was created as shown in Algorithm 6. 

 
Algorithm 6. Setting up the logistic regression model and creating 

the pipeline. 

In this study, the pipeline contained a binary vector (i.e., 
raceIndexer, raceOneHotEncoder, genderIndexer, and 
genderOneHotEncoder) and categorical variables 
(featuresAssembler, scaler, labelIndexer, and lr). The dataset 
needed to be split into “train” and “test” datasets. That is why 
two data frames were created for the dataset that uploaded to 
the “DataFrame”, with rates of 65% and 35% for the “train” 
and “test” data, respectively, using the random selection 
method (Algorithm 7). 

 
Algorithm 7. Splitting of the dataset for training and testing. 

The results obtained using the classification model in the test 
dataset is shown in Algorithm 8.  

 
Algorithm 8. Results of probability and prediction parameters. 

Descriptions of the probability and prediction parameters are 
shown in Fig. 2 and for instance, PCD result 
[0.9898491325470162, 0.0101508674529838], 0.0] is shown 
in Fig. 2(a), but WCD result [0.0550784984420189, 
0.9449215015579811], 1.0] in Fig. 2(b). The probability is a 
vector, where 98.984% indicates the probability index of “0” 
and 1.0150% indicates the probability index of “1” [see Fig. 
2(a)]. Thus, the higher prediction value (98.984%) of the “0” 
index indicates that the PCD value [0.0] will be on the output 
[see Fig. 2(a)]. In the other example [see Fig. 2(b)], 5.5078% 
indicates the probability index of “0” and 94,492% indicates 
the probability index of “1” and the higher prediction value 
(94,492%) “1” index, means that the WCD value [1.0] will be 
on the output [see Fig. 2(b)].  

 

Fig. 2. Description of the prediction parameters of (a) PCD and 
(b)WCD. 
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Due to the dependent feature (the result of HbA1c), the label 
indexes used for the PCD and WCD parameters were 
determined as [0.0] and [1.0] values, respectively. This 
means that the [0.0] value mapped to the PCD prediction 
parameters and the [1.0] value mapped to the WCD 
prediction parameters. 

3.2. Performance of the Classification Model 

The performance of the classification model was evaluated 
on the test dataset (Gu and Li, 2013; Lustgarten et al., 2008). 
Spark ML packages were used for evaluation and the 
“areaUnderROC” value was obtained using the 
org.apache.spark.ml.evaluation.{Binary 
ClassificationEvaluator} library (Algorithm 9). 

 
Algorithm 9. Evaluation of the classification model. 

The following results were obtained from other metrics: TP = 
3598, TN = 2255, FP = 81, FN = 9, precision (positive 
predictive value) = 0.9779, recall (true positive rate) = 
0.9975, Fmeasure= 0.9876, accuracy = 0.985, sensitivity = 
0.9975 and specificity = 0.965. 

Using the classification model of logistic regression in data 
mining (i.e., in WEKA) (Koliopoulos et al., 2015), the odds 
ratios of the factors that affect the dependent factors are 
shown in Table 2. The correlation between several actual and 
unrealized cases was found upon studying the odds 
coefficients (Can et al., 2018; Özdil et al., 2010; Girginer et 
al., 2008). Thus, the results of the regression analysis are 
obtained by the methods of machine learning and data mining 
(see Table 2). 

Table 2. Analysis results of the factors influencing HbA1c. 

Attribute name Value Estimate  
(Odds Ratios) 

race Caucasian 1.0382 
Other 1.3415 
African American 0.8501 
Hispanic 1.1491 
Asian 1.1431 

gender Female 0.8911 
age [60-100) 0.8046 

[30-60) 1.0842 
[0-30) 1.997 

max_glu_serum None 0.4407 
>200 0.8232 
>300 14.5117 
Norm 0.402 

metformin Steady 1.0136 
No 0.9139 
Up 1.9309 
Down 0.9913 

repaglinide No 0.8109 
Steady 1.0694 
Up 3.8397 
Down 0.691 

glimepiride No 0.7999 

Steady 1.1572 
Down 0.9896 
Up 2.5232 

glipizide No 0.8604 
Steady 1.1474 
Up 1.3482 
Down 0.9709 

pioglitazone No 1.0526 
Steady 0.9538 
Down 1.0326 
Up 0.8554 

rosiglitazone No 0.9677 
Steady 1.0152 
Up 2.0176 
Down 0.7056 

insulin No 0.7427 
Up 1.5134 
Steady 0.9428 
Down 1.2255 

change No 0.9316 
diabetesMed No 0.7345 

According to the results shown in Table 2, odds ratios of 
more than 1 affect the dependent feature and increase the 
probability of getting the PCD result of HbA1c. Moreover, 
coefficients that are less than 1 affect the dependent feature 
and decrease the superiority of the PCD result probability. 

First, for the independent values of “Race”, with the 
exception “African American” value, the odds ratios for 
values “Caucasian”, “Other”, “Hispanic”, and “Asian”) were 
more than 1. However, the odds ratio for “African American” 
was less than 1. This means that the HbA1c PCD result 
probability in “Caucasian”, “Other”, “Hispanic”, and 
“Asian” patients increased 1.0382, 1.3415, 1.1491, and 
1.1431 times, respectively. However, the HbA1c PCD result 
(output) probability in “African American” patients decreased 
0.8501 times. In other words, it was determined that the 
HbA1c PCD result in the “Other” subgroup was rather high 
here (i.e., among “Race” values). It was determined that the 
HbA1c PCD result was low in "African American" subgroup 
of "Race". The HbA1c PCD result slightly increased in 
patients belonging to the “Caucasian”, “Other”, “Hispanic”, 
and “Asian” subgroups.  

The odds ratio for the “Female” independent value was less 
than 1. That is, the HbA1c PCD result probability in the 
“Female” values decreased 0.8911 times. This indicates that 
the level of HbA1c in women is low.  

Among the values of the independent feature “Age” ” (Wu et 
al., 2017; Yang et al., 2015), the odds ratios for the subgroups 
(values) apart from the [60-100] subgroup (value), were more 
than 1. However, the odds ratio for the [60-100] subgroup of 
“Age” was less than 1. This indicates that the HbA1c PCD 
result probability of patients from the [30-60) and [0-30) 
subgroups of “Age” increased 1.0842 and 1.997 times, 
respectively. However, the HbA1c PCD result (output) 
probability in patients from the [60-100] group decreased 
0.8046 times. In other words, the level of HbA1c in the [0-
30) subgroup was rather high among the values of the “Age” 
independent feature.  



40                                                                                                                     CONTROL ENGINEERING AND APPLIED INFORMATICS 

Previous studies have shown that age, gender and race have 
no clinically significant effect on HbA1c. However, there is 
no such consensus on the influence of age. Some researchers 
found a ~0.1% increase in results every 10 years after 30, 
whereas other researchers reported insignificant or no 
increase. 

In this study, among values of “max_glu_serum” independent 
feature, except “>300 mg/dL” value, the odds ratios for other 
subgroups (“None”, “>200 mg/dL”, and “Norm” values) are 
less than 1. The odds ratio for the subgroup with “>300 
mg/dL” value of “max_glu_serum” independent feature is 
more than 1. This indicates that probability of the HbA1c 
PCD result at patients with “None”, “>200 mg/dL” and 
“Norm” values of “max_glu_serum” independent feature 
decreased 0.4407, 0.8232, and 0.402 times, respectively. 
However, the odds ratio of PCD output at patients from 
"max_glu_serum" independent feature with >300 mg/dL 
value increased 14.5117 times. The HbA1c level was rather 
high when the blood glucose level was over 300 mg/dL.  

When the relationship between the drugs used in diabetes 
mellitus and HbA1c was investigated, it was determined that 
the odds ratios for “Steady” and “Up” subgroups (values) of 
the “metformin” independent value were more than 1. This 
indicates that the HbA1c PCD result probabilities, for 
patients using metformin at maintained and increased 
dosages, have increased 1.0136 and 1.9309 times, 
respectively. Thus, patients with elevated blood sugar levels 
may continue to use metformin and increase the dosage, so 
that elevated blood sugar levels can increase the level of 
HbA1c. The odds ratios for the “Down” and “No” subgroups 
of the metformin independent feature were less than 1. This 
indicates that the odds ratios of PCD, for patients who use 
metformin in small dosages and those who do not use 
metformin at all, have decreased 0.9913 and 0.9139 times, 
respectively. In other words, patients with normal blood 
glucose levels may have decreased HbA1c levels in those 
who have not used metformin or have a reduced dose and 
therefore have a normal blood glucose level. 

Similar results were obtained when oral antidiabetic drugs 
such as repaglinide, glimepiride, glipizide, and rosiglitazone 
were used. The odds ratios for “Steady” and “Up” subgroups 
were more than 1, and the odds ratios for the “Down” and 
“No” subgroups were less than 1, as summarized in Table 2. 
Most of all, when patients used oral antidiabetic drugs such 
as repaglinide, glimepiride, and rosiglitazone in high dosages, 
the HbA1c PCD result probability increased 3.8397, 2.5232, 
and 2.0176 times, respectively. In the case of elevated blood 
glucose levels, the dosage of antidiabetic medications such as 
repaglinide, glimepiride, and rosiglitazone also increased; 
increasing the blood sugar level may increase the HbA1c 
level. 

The odds ratios for the “Down” and “No” subgroups of 
“pioglitazone” independent value were more than 1. This 
indicates that the HbA1c PCD result probability increased 
1.0326 and 1.0526 times for patients who use pioglitazone in 
small dosages and those who do not use it at all, respectively. 
The odds ratios for the “Steady” and “Up” subgroups of the 
pioglitazone independent feature were less than 1. This 

indicates that the HbA1c PCD result probabilities, for 
patients using pioglitazone at maintained and increased 
dosages, were decreased 0.9538 and 0.8554 times, 
respectively, that is, when the dose of pioglitazone is not 
changed and increased in individuals, HbA1c level may be 
decreased. 

When the relationship between the “insulin” used in diabetes 
mellitus and HbA1c was investigated (Bergenstal et al., 2012; 
Baldwin et al., 2005), it was determined that the odds ratios 
for the “Up” and “Down” subgroups of the “insulin” 
independent value were more than 1. This indicates that the 
HbA1c PCD result probabilities, for patients using insulin in 
decreased and increased dosages, have increased 1.2255 and 
1.5134 times, respectively. In other words, when the insulin 
dosage was decreased, the blood glucose level was increased 
and therefore the HbA1c level was increased. The insulin 
dosage was increased for patients whose blood glucose level 
was increased, at which time the HbA1c level could also be 
increased. The odds ratios for the “Steady” and “No” 
subgroups of the “insulin” independent value were less than 
1. This indicates that the HbA1c PCD result probabilities, for 
patients not using insulin and those using insulin in 
maintained dosages, decreased 0.9428 and 0.7427 times, 
respectively. In other words, patients with stable blood 
glucose levels did not use insulin or maintained their insulin 
dosage which may lead to the levels of HbA1c being reduced 
in these patients.  

The odds ratios for the “change” and “diabetesMed” 
independent features were less than 1. This indicates that the 
HbA1c PCD result probabilities decreased 0.9316 and 0.7345 
times, for patients maintaining their dosage of diabetic 
medications and those not using diabetic medications.  

From the analysis result, it is obvious that when the blood 
glucose level was over 300 mg/dL, the odds ratio of PCD 
output increased 14.5117 times. Therefore, the blood glucose 
level can be considered as a major factor affecting the PCD 
output. Each 1% change in HbA1c corresponds to ~35mg/dL 
as the mean plasma glucose value (Rohlfing et al., 2002). 
Previous studies on diabetes control and complications have 
shown a very high relationship between the blood glucose 
profile and multiple average HbA1c values measured in a 
laboratory environment over a one-year. HbA1c is a reliable 
indicator of average glycemia over a long period of time 
(Bailey et al., 2016). All diabetic patients should be regularly 
tested, initially for glycemic control and later for HbA1c. 

4. CONCLUSIONS 

In this study, a classification model was created by carrying 
out a logistic regression analysis. Regression is a statistical 
method that is used to determine the relationship between the 
values of independent and dependent features in the final 
dataset. Independent features had continuous and categorical 
values in the classification model, and the binary interactions 
of the independent values were included as the general 
variable. 

The aim of using logistic regression analysis is to develop the 
most appropriate and reasonable model for describing the 
relationship between dependent and independent features. 
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According to the obtained results, a new classification model 
that analyzes the causes of HbA1c was successfully 
developed. Moreover, for patients with blood glucose levels 
above 300 mg/dL, the odds ratio of the PCD output increased 
14.5 times. Therefore, the blood glucose level can be 
considered as the factor with the most significant effect. The 
classification model developed by logistic regression analysis 
showed a more accurate and effective approach to identifying 
the PCD and WCD cases (output) of HbA1c. 

In the future, the logistic regression method will be verified 
using local Electronic Health Records Databases in order to 
solve different local clinical problems.  
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