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Video annotation is an important issue in video content management systems. Rapid
growth of the digital video data has created a need for efficient and reasonable mechanisms
that can ease the annotation process. In this paper, we propose a novel hierarchical cluster-
ing based system for video annotation. The proposed system generates a top-down hierar-
chy of the video streams using hierarchical k-means clustering. A tree-based structure is
produced by dividing the video recursively into sub-groups, each of which consists of sim-
ilar content. Based on the visual features, each node of the tree is partitioned into its chil-
dren using k-means clustering. Each sub-group is then represented by its key frame, which
is selected as the closest frame to the centroids of the corresponding cluster, and then can
be displayed at the higher level of the hierarchy. The experiments show that very good
hierarchical view of the video sequences can be created for annotation in terms of
efficiency.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

In recent years, the proliferation of digital videos has led to a rapid expansion in the availability and the amount of video
data. The growth of archived video material has made indexing and annotating the information crucial. Since manual index-
ing and annotating the video material are both computationally expensive and time consuming, automated systems that can
efficiently perform these processes are needed [1].

Multimedia content classification refers to the computerized apprehension of the semantic meanings of a multimedia file
or document. With the increase in digital video contents, efficient techniques for classification of videos according to their
contents have become more important. Applications such as digital libraries, e-Learning, video-on demand, digital video
broadcast and interactive TV generate and use large collections of video data. For an effective use of these video data, all
digital contents must be classified based on their categories [2].

The traditional solution to the problem of searching and finding large numbers of images and videos from a database is to
annotate each image and video manually with keywords or captions and then search on those captions or keywords using a
conventional text search engine [3]. Semantic annotation of video content is an important step towards more efficient retrie-
val and browsing of visual media. The goal of automatic video annotation is to assign relevant captions or other descriptive
text to the content of the shot or key frame that reflects its visual content. It helps to reduce the growing amount of cluttered
video data by categorizing them. Automatic discovery and organization of descriptive captions can be used to build a story
structure of a video stream, which brings ease and effectiveness to the data access by the user. Utilizing the content of key
frames to label a set of semantic descriptions can guide the organization of video for a high-level representation. One of the
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Fig. 1. Block diagram of proposed technique.
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most typical approaches for automatic annotation is applying machine learning techniques [3–5]. The methodology of these
techniques can be summarized as: (i) computing the feature vectors characterizing low level visual features of the key
frames such as color, texture or oriented edges, (ii) learning a model and annotating a set of test key frames, and
(iii) automatically applying annotations to new key frames. Although machine learning methods can be used in annotation
of the videos, these techniques have some limitations due to the lack of large-scale labeled training data set.

The majority of existing approaches for image and video annotation use supervised learning techniques. Xiang et al. [6]
presented a genarative model using Markov Random Fields. A new potential function is used for optimal parameter estima-
tion and model inference. In [7], a contextual learning model is introduced for recognition and categorization at the object
level using conditional random field. Qi et al. [8] proposed a Correlative Multi-Label framework that integrates modeling of
individual concept and the conceptual correlations. In [9], a keypoint-based semantic concept detection framework based on
bag-of-visual-words (BoW) is proposed to annotate images and video shots. Various representation choices with respect to
dimension, weighting, selection, etc. are investigated in order to evaluate the performance of BoW in semantic annotation.
Cusano et al. [10] extended Support Vector Machine to multi-class classification in image annotation. In [11], supervised
multiclass labeling is introduced for image annotation and retrieval. Images are represented by localized features, and a
Gaussian mixture model is employed for training input vector. Mixtures from the images annotated with a semantic label
are then determined with expectation-maximization algorithm and pooled into a density estimate for the corresponding
class. Finally, based on the class densities, semantic retrieval and annotation are implemented using minimum probability
of error criterion. Another supervised machine learning approach to automatic annotation is mixture hierarchy model pro-
posed by Carneiro and Vasconcelos [12]. This includes a multiple instance learning between captions and image features,
allowing the estimation of probability distribution. Wang et al. [13] proposed a graph-based technique using bi-relational
graph model that connects traditional data graph and the label graph with a bipartite graph. Each class and its labeled images
are considered as a semantic group, and random walk is applied to the bi-relational graph to generate class-to-image and
class-to-class relevances.

In this paper, we present a hierarchical clustering based system for annotation of video contents. Fig. 1 shows the block
diagram of proposed technique. The system creates recursive hierarchy adopting partition clustering at each level of the
hierarchy. With the clustering processes, the features of video frames are used to cluster the shots into classes, each of which
consists of similar content. Using appropriate visual features, a tree-based story structure is built to organize the video data.
Similar contents can be viewed easily at each level of the top-down hierarchy without any need of a priori models. As a re-
sult, user can browse all video sequences by moving to different levels of hierarchy, which can make the annotation process
easy. The issue of accessibility is a great challenge in application of videos such as information systems and video libraries.
Unfortunately the quality of accessibility service is not same with respect to the infrastructure around the world. Providing
ease in accessing the certain relevant segments of the data would be very beneficial in supporting the knowledge enhance-
ment needs of the user by allowing better understanding of video content. The technique presented in this paper include
development of hierarchical clustering based framework that will ease video annotation process. This could help bringing
quality service to efficiently manage video data in terms of cost, time, and reliability.

The rest of this paper is arranged as follows. In the next section, video content representation is discussed. In Section 3, we
provide feature extraction details. In Section 4, hierarchical browsing of key frames is discussed. Experimental results are
given in Section 5. Finally, the conclusions of this paper are summarized in Section 6.
2. Video content representation

Fig. 2 illustrates an overview of video content organization. Content-based video representation requires several video
processing steps. Temporal video segmentation is the first step towards automatic indexing and annotation of video streams.
It includes shot boundary detection and key frame extraction. Shot boundary detection aims partitioning a video into shorter
segments. Key frame extraction provides a pictorial summarization and representation of a video sequence. In feature
extraction process, several image features representing the visual content of the key frames are extracted. Finally, extracted
features are organized automatically using clustering and annotated video sequence can be hierarchically viewed.
3. Feature extraction

In this section, we present visual features used in video representation. The feature vector consists of three components:
color histogram, color moment and edge histogram.



Fig. 2. An overview of the video content organization.
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3.1. Color histogram

RGB color spaces are the additive combination of red, green and blue lights and usually used by most of the digital devices
[14]. However, features extracted in hue-saturation value (HSV) space in which colors are described by hue, saturation and
value can capture the distinct characteristics of computer graphics better than of RGB space [1]. In addition, HSV color space
is more convenient for human perception. Therefore, RGB color space is converted to HSV space as follows [15]:
H ¼

60 G�B
maxðR;G;BÞ�minðR;G;BÞ

h i
þ 360 if maxðR;G;BÞ ¼ R

60 B�R
maxðR;G;BÞ�minðR;G;BÞ

h i
þ 120 if maxðR;G;BÞ ¼ G

60 R�G
maxðR;G;BÞ�minðR;G;BÞ

h i
þ 240 if maxðR;G;BÞ ¼ B

not defined if maxðR;G;BÞ ¼ 0

8>>>>>>><
>>>>>>>:

S ¼
maxðR;G;BÞ�minðR;G;BÞ

maxðR;G;BÞ if maxðR;G;BÞ – 0

0 if maxðR;G;BÞ ¼ 0

(

V ¼maxðR;G;BÞ

ð1Þ
A color quantization is done using 128 colors (8 levels for hue channel, 4 levels for saturation channel and 4 levels for
value channel) reduce the overall computation effort while preserving the colors. Since human color perception is more tol-
erant to saturation and value deviations, the quantization should preserve more hue levels when compared to saturation and
value [16,1]. Finally, HSV histogram of a frame is computed as:
HðkÞ ¼
XN

i¼1

hkðiÞ ð2Þ
where hk is the color histogram of the kth frame of the video sequence with N bins.

3.2. Color moment

Color moments provide information about color distribution in video frames. In probability theory and statistics, it is
known that a probability function can be characterized by its moments. For instance, the mean of a probability distribution
function is simply the first moment of the probability function and the variance is related to the second moment. Similarly, if
the color distribution of a video frame is interpreted as a probability function, then the moments characterized by the color
distribution can be used as features to identify that video frame based on color.

Stricker and Orengo [17] proposed three moments for the color distribution. The first moment is the mean which is the
average color value in the video frame. The second and the third moment are standard deviation and skewness that are
drawn from the color values.

Assuming all video frames contain N pixels, if the value of i-th HSV color channel at the j-th video frame pixel is pij, then
mean-Ei, standard deviation-ri and skewness-si can be defined as:
Ei ¼
XN

j¼1

1
N

pij

ri ¼
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3.3. Edge histogram

Edges play an important role in image perception. Edge histograms capture the shape information in the video frame on
the basis of edge directions. Therefore, features of edge histograms are extracted to represent shape attribute. A global edge
histogram is built based on the edge information and its orientations contained in the video frame using a Canny edge oper-
ator [18]. Then, the histogram is normalized with respect to the total number of edges. This gives a set of features, each of
which represents the directional edges at a range of angles.

Fig. 3 shows an example image with its Canny edge image and edge histogram. Each edge of the original image is assigned
to different histogram bin corresponding to its orientation.
4. Hierarchical browsing of key frames

Non-sequential video content browsing requires a proper organization. Annotated coherent content in a hierarchical tree-
based story structure can be used for fast navigation, selective transmission and indexing of the video sequences. Similar
contents can be viewed easily at each level of the top-down hierarchy.

A hierarchical viewing schema of video stream is developed for annotation using hierarchical k-means clustering. Tree-
based structure of the video stream is generated grouping the shots into classes, each of which consists of similar content.
Each class is represented by its key frame, which can then be displayed at the higher level of the hierarchy. The video frames
closest to the cluster centroids are chosen as key frames.

We apply hierarchical k-means clustering to divide the video streams recursively into sub-groups. K-means [19] is one of
the most commonly used iterative clustering algorithms. The objective of k-means is partitioning the data set into k clusters
by minimizing the distance between the data point and cluster centroid. Our hierarchical k-means approach extends tradi-
tional k-means to provide more detail description about the relationship among the video content at different levels.

Fig. 4 illustrates a 3 level hierarchical k-means clustering with tree representation by setting k ¼ 2. In the root level, the
video data set is split into two child clusters. Then, k-means clustering is applied to each cluster based on the clustering re-
sults of the previous level. The process continues until the dataset is divided into single data points or a stopping criterion is
satisfied.
Fig. 3. Example of an edge histogram.

Fig. 4. Illustration of 3 level hierarchical k-means clustering with tree representation by setting k ¼ 2.
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Our hierarchical k-means clustering algorithm is described as follows:

1. Set X as all input vectors of the video data.
2. Set k as the predefined number of clusters.
3. Perform k-means on the root level.
4. Record the results of clustering.
5. Choose a child cluster and re-set k as the predefined number of child clusters.
6. Perform k-means on the input vectors that belong to the chosen cluster.
7. Repeat from step 4 until the stopping criterion is reached, i.e., until the generated cluster comprises 5 or less video frames.
Fig. 5. Hierarchical structure of YUV video sequences.
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In contrast to k-means clustering algorithms depending on the choice for the number of clusters to be searched [20], our
method is based on the measure of dissimilarity between groups of observations. The average dissimilarity between the
objects to be clustered is:
Fig. 6. Clustering plots of YUV video sequences.
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dðClusteri;ClusterjÞ ¼
P

Oi2Clusteri ;Oj2Clusterj
dðOi;OjÞ

jClusterij:jClusterjj
ð4Þ
where Oi and Oj are two sets of feature vectors. Hierarchical representations are generated in which the clusters at each level
of the hierarchy are created by merging clusters at the next lower level. Each cluster contains a single observation at the
lowest level, only one cluster at the highest level. Proposed video annotation scheme using hierarchical clustering allows
similar contents to be viewed easily at each level of the top-down hierarchy without any need of a priori models.

Both k-means and operations concerning tree have linear time complexity. Thus, the computational cost for building the
tree structure using proposed hierarchical k-means clustering is OðLnklÞ where L is the number of levels in the tree, n is the
number of patterns, k is the number of clusters, and l is the number of iterations. Moreover, our approach is also low cost in
terms of space complexity, that is OððLþ kÞnÞ. This makes the proposed technique quite efficient even for large problems.
5. Experimental results

In this section, we present the experimental results using 2 different video sequences. The first is a collection of YUV vid-
eos with miscellaneous content and the second is medical videos.

5.1. YUV videos

In this experiment, commonly used video test sequences in YUV format with miscellaneous content were used from [21].
Based on the color histograms, color moments and edge histograms, a hierarchical view with 5 classes at each level of the
hierarchy is created using hierarchical k-means clustering.

Fig. 5 shows the hierarchical views of YUV video sequences. The 5 classes at the top level (Fig. 5(a)) is obtained by clus-
tering the entire data of all videos. Each class is represented by an appropriate key frame which is selected as the closest
frame to the centroids of the corresponding cluster. Successive clustering of lower level views is then performed based on
the clustering results of the previous level classes.
Fig. 7. Hierarchical structure of medical video sequences.
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For instance, Fig. 5(b)–(d) depict the second level of hierarchy produced from the clustering of the third, fourth and fifth
classes at level 1, respectively. As shown in Fig. 5(b) and (c), ‘‘container’’ and ‘‘mother and daughter’’ scenes are already gen-
erated at hierarchy level 2. On the other hand, since scenes of second level of hierarchy from the fifth class at level 1
(Fig. 5(d)) contain different content, i.e., ‘‘tennis’’, ‘‘tempete’’ and ‘‘waterfall’’, it needs to be further explored. Finally, cluster-
ing first, second and third classes at this level, ‘‘tennis’’, ‘‘tempete’’ and ‘‘waterfall’’ scenes are obtained at level 3 as shown in
Fig. 5(e) and (f), respectively.

Fig. 6 shows the clustering plots of YUV video sequences. Fig. 6(a) presents the clustering of all the video data. Clustering
of third, fourth and fifth classes at hierarchy level 1 are given in Fig. 6(b)–(d), respectively. Finally, Fig. 6(e) and (f) depict the
clustering at second level of hierarchy: from the first and second classes, respectively. The x and y axes of clustering plots,
respectively, represent the first and second principal components obtained by principal component analysis. Black cross
markers (�) on the plots indicate the centroids of the clusters which are used in selecting key frame representing the cluster.

Such hierarchical structure can make annotation process very easy and fast. User can provide textual labels to the content
when textual information is not available. Automatic annotation is also possible in the case of availability of specific features
of desired scene.
5.2. Medical videos

The proposed system was also experimented with a medical video sequence from [22]. The sequence is 8 min long and
contains 60 shots.
Fig. 8. Clustering plots of medical video sequences.
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Figs. 7 and 8 show the hierarchical views and corresponding clustering plots of medical video sequences, respectively. As
shown in Fig. 7(a), an overview of the video content can be provided by looking at the top level. In this experiment, second
level of hierarchy is generated from the second class at level 1 (Fig. 7(b)). At level 3, 5 subclasses obtained from the second
class at level 2 are similar in color (i.e., white and red1) as shown in Fig. 7(c). Finally, scenes of same surgical operation are
succesfully captured at level 4, which are under the first class at level 3 (Fig. 7(d)).

As in the previous experiment, our method can produce very good hierarchical view of the video sequences, which can
make the annotation process very affordable. In addition, proposed approach can provide very efficient browsing facility. For
instance, in order to find a specific part of a video stream, one can browse all video sequences by moving to different levels of
hierarchy within the built story structure instead of browsing the entire videotape sequentially.

Proposed technique has several strengths. It has an advantage having linear computational complexity as compared to
other methods which have non-linear run time. Therefore, the algorithm is efficient even for large data. In addition, as shown
in the experiments, the method performs well for anisotropic video data with varying content. Another major advantage of
the algorithm is that it generates nested partitioning structure rather than a single partition, which brings effectiveness in
accessing a specific part of the video. On the other hand, the proposed technique may cause to outlier problem. However,
such cases can be detected and clusters representing outliers can be regarded as miscellaneous content that does not fit into
overall content pattern.

6. Conclusion

In this paper, we presented a novel hierarchical clustering based schema for video annotation. The proposed system gen-
erates a top-down hierarchy by successively partitioning each node of the tree into its children using k-means clustering
based on the visual features. Similar contents can be then grouped at each level of the hierarchy. Thus, the content of the
video can be roughly known without the need of sequential looking up manner. The experiments conducted showed that
the system can produce very good hierarchical view of the video sequences, which can ease the annotation as well as brows-
ing operations.
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